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Abstract

A large empirical literature has reported that the futures market contains
valuable information for explaining stock returns and that stock returns display
signi” cant cross-correlations internationally. A parallel literature has recorded
evidence that the distribution of stock returns is close to a mixture of normal
distributions and that Markov switching models may therefore provide an ad-
equate characterization of stock returns data. This paper ties together these
strands of research in that we propose a vector equilibrium correction model
of stock returns that exploits the information in the futures market, while also
allowing for regime-switching behavior and international spillovers across stock
market indices. Using data for three major stock market indices since 1988, we
“nd that our model signi” cantly outperforms a number of alternative models in
sample on the basis of standard statistical criteria. In an out-of-sample fore-
casting exercise, the model produces some of the highest R? hitherto recorded
in the literature and beats all of the competing models considered on the basis
of density forecast accuracy.
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1 Introduction

A large body of both theoretical and empirical research focusing on modelling stock returns
has investigated the relationship between spot and futures prices in stock index futures
markets. In particular, a number of empirical studies have focused on the persistence of
deviations from the cost of carry and have investigated the relationship between spot and
futures prices in the context of vector autoregressions using cointegration or equilibrium
correction models (see Dwyer, Locke and Yu 1996; Neely and Weller, 2000, and the references
therein).l The rationale underlying this line of research is that the cost of carry model and
variants of it predict that spot and futures prices cointegrate and their long-run relationship
is characterized by a long-run equilibrium de ned by the futures basis, implying both mean
reversion in the basis and the existence of a vector equilibrium correction model (VECM)
for spot and futures prices.? This literature, discussed in greater detail in the next section,
has generally reported evidence that the futures market contains valuable information for
modelling and/or forecasting stock returns.

A related line of research emphasizes that trading activity does not take place for one
index per unit of time (e.g. see Eun and Shin, 1989; Engle and Susmel, 1994; Koutmos
and Booth, 1995; Lee, 1995; Karoly and Stulz, 1996). Indeed, it is more likely that traders
place orders and take positions simultaneously using di®erent indices given that stock and
futures markets for di®erent indices are closely linked by both hedging activities and cross-
market arbitrage. This may generate comovements across stock market indices and, in turn,
the cross-correlation between di®erent indices may be potentially very useful in improving
empirical models of stock returns. In particular, it seems possible that, in the unknown
dynamic model governing the relationship between futures and stock prices, stock returns for
a particular index respond not only to the disequilibrium in the relevant stock index market
but also to disequilibria in stock index markets that are linked to the relevant stock index
by hedging activities and cross-market arbitrage (e.g. Ang and Bekaert, 2001; Goetzmann,
Li and Rouwenhorst, 2001).3

Alongside the work on modelling and forecasting stock prices and returns, another strand
of the literature has developed where increasingly strong evidence of nonlinearities in stock
price movements has been documented. One element of this has been the mounting evidence
that the conditional distribution of stock returns is well described by a mixture of normal
distributions (e.g. see Ryd®n, TerAsvirta and Rsbrink, 1998, and the references therein) and
that, consequently, a Markov switching model may be a logical characterization of stock
returns behavior (e.g. see, inter alia, LeBaron, 1992; Hamilton and Susmel, 1994; Hamilton
and Lin, 1996; Ramchand and Susmel, 1998a,b; Ryd§n, Terdsvirta and Rsbrink, 1998;
Susmel, 1999). Also, not only Markov-switching models ~t stock returns data well, but
they have often been proved to produce superior forecasts to several alternative conventional
models of stock returns (e.g. see Hamilton and Susmel, 1994; Hamilton and Lin, 1996).*

In this paper, we tie together pieces of these somewhat disparate albeit related strands of

1Related work as employed structural vector autoregressive models; see, for example, Lee (1998).

23everal authors have recently begun to use the term “equilibrium correction' instead of the traditional
‘error correction’ as the latter term now seems to have a di®erent meaning in some recent theories of economic
forecasting (e.g. see Clements and Hendry, 1998, p. 18). Since the term ‘equilibrium correction' conveys
the idea of the adjustment considered in the present context quite well, we use this term below.

SFor example, Ang and Bekaert (2001) "nd that cross-country predictability is stronger than predictabil-
ity using local instruments. Goetzmann, Li and Rouwenhorst (2001) document the correlation structure of
several major equity returns over 150 years. See also Lee (1995).

40ther studies in this literature have provided ample empirical evidence that the dynamic relationship
linking stock and futures prices may be characterized by signi” cant nonlinearities that can be well char-



research. In particular, we investigate whether allowing for nonlinearities and international
spillovers in the underlying data-generating process for a VECM that links spot and futures
prices yields an improvement, in terms of both in-sample "t and out-of-sample forecasting,
over conventional models of stock returns that do not allow for nonlinearities and/or interna-
tional spillovers. This is done through estimating a fairly general Markov-switching VECM
(MS-VECM) for stock prices and futures prices that is based on an extension of Markovian
regime shifts to a nonstationary framework, for which the underlying econometric theory
has recently been developed. Given the evidence of signi cant regime-switching behavior in
stock returns and the evidence on international cross-correlations of stock returns discussed
above, this seems a natural way to extend current econometric procedures applied to stock
returns modelling and forecasting, even though this involves estimating and forecasting from
a sophisticated multivariate nonlinear model.

Using weekly data since 1988 for three major stock market indices - the S&P 500, the
NIKKEI 225 and the FTSE 100 indices - we con rm that the futures market does contain
valuable information to explain stock returns in a linear VECM framework. However, we
show that conventional linear VECMs, even when allowing for international spillovers in the
equilibrium correction equations, display signi  cant residual nonlinearity and are strongly
rejected when tested against the alternative of an MS-VECM. Thus, we show that allow-
ing for nonlinearities and for international spillovers in an MS-VECM results in a superior
empirical model which explains a large proportion of the stock returns examined over the
sample. Finally, we compare the performance of our proposed model to several alternative
linear and nonlinear models in an out-of-sample forecasting exercise. The evaluation of
the relative performance is based on conventional statistical criteria for point forecasting
performance as well as on the ability of the models to forecast the true predictive density
of stock returns out of sample.> In fact, we argue and provide evidence that density fore-
cast accuracy is more appropriate for evaluating our competing models since stock returns
are non-normally distributed and we are considering nonlinear models consistent with non-
normal densities (see, inter alia, Diebold, Gunther and Tay, 1998; Granger and Pesaran,
1999; Tay and Wallis, 2000; Timmerman, 2000). To anticipate our forecasting results, we
“nd that the MS-VECM that allows for international spillovers does not outperform the
competing models examined in terms of point forecasting performance, even though it gen-
erates a remarkably high R? out of sample. However, our model signi cantly outperforms
all of the competing models in terms of density forecasting performance in that it generates
predictive densities that are much closer to the true predictive density of the data.

The remainder of the paper is set out as follows. In Section 2 we describe our empirical
framework for modelling stock and futures prices allowing for international spillovers and
nonlinear dynamics. We also brie®y set out the econometrics of Markov-switching multi-
variate models as applied to nonstationary processes and cointegrated systems. In Section
3 we report our empirical testing and estimation results, while in the subsequent section we
report our forecasting results. A "nal section concludes.

acterized using threshold models of various sort. These nonlinearities are rationalized on the basis of a
number of di®erent factors such as non-zero transactions costs or infrequent trading or simply the existence
of regime shifts in the dynamic adjustment of stock and futures price changes towards their long-run equi-
librium values (e.g. see, inter alia, Yadav, Pope and Paudyal, 1994; Dwyer, Locke and Yu, 1996; Gao and
Wang, 1999).

5By true predictive density of the data we mean the density of the data estimated over the chosen forecast
period. Therefore, no forecast is in fact carried out in this case, and the term “predictive’ simply refers to
the fact that the density in question is not estimated over the full sample but only over the forecast period.



2 Modelling stock returns: an empirical framework

In this section we outline our empirical framework for modelling stock returns, which we
apply to our data in the subsequent sections. First, we use a simple variant of the cost
of carry model to show that futures and stock prices must be cointegrated and, therefore,
linked by a VECM that can be used both to explain and forecast stock returns. Second,
we generalize the VECM linking stock and futures prices to take into account potentially
important regime switches of the kind reported by a large empirical literature. Third, we
further generalize our empirical framework by also taking into account the observed cross-
correlations between major stock market indices, which leads us to consider a system of
VECMs which explicitly allows for both regime shifts and international spillovers in major
stock market indices.

2.1 The information in the futures market

A useful starting point for building an empirical framework to model stock returns is the
relationship between stock prices and stock futures prices, as described by a conventional
cost of carry model with no transaction costs. Consider, for example, a market containing
an asset, a stock index, whose price S(t) under the equivalent martingale measure evolves
according to:

dS(t) = S(O)(r i q)dt + %sdWs(t); (€]

where r is the (constant) risk-free interest rate; q is the (constant) dividend yield on the
index; %s is the volatility of the index; Ws(t) is a one-dimensional standard Brownian
motion in a complete probability space.

Standard derivatives pricing theory gives the following expression for the futures price
F(t; T) at time t for delivery of the stock at time T _ t

F@T)=E[SMIFM®] )

where E denotes the mathematical expectation with respect to the martingale measure P,
and F (t) denotes the information set at time t (e.g. see Karatzas and Shreve, 1998). Given
(1)-(2), the futures price has the well-known formula:

FET) =S®)exp(re(T i 1)), (€))

where ro = r j q. This is the familiar expression for a futures price in a non-random interest
rate environment.®
Taking logarithms of both sides of equation (3) and rearranging yields:

[log F(T) i re(T i ] i logS(t) =0. “4)

If the logarithm of the futures price adjusted for interests and dividends and the loga-
rithm of the stock price are both unit root or 1(1) processes, then equation (4) implies that
the adjusted log-futures price and the log-stock price move together. In turn, this implies

SAlternatively, equation (3) can be derived without assuming the process for S(t) given in (1), by assuming
that the futures price implied by the cost of carry model is F(t; T) = S(t) [expre(T i ] (@ i (T § ). If
#T jt)is small, then (1 j (T j t)) Y2 exp i#(T j t) and the equation for the futures price can be
approximated by equation (3) (e.g. see Dwyer, Locke and Yu, 1996).



that adjusted futures and stock prices exhibit a common stochastic trend and are cointe-
grated with cointegrating vector [1; j1]. In our empirical work, we subtract the weekly
mean from the logarithms of the futures and stock prices. Demeaning the futures price
removes the constant part of the dividends and interest rates for that week, so that the
demeaned logarithms of the futures and stock prices should cointegrate with cointegrating
vector [1; j1]. Also, the di®erence between the demeaned logarithms of the futures and
stock prices is the deviation of the futures basis from its weekly mean.”

Further, by the Granger Representation Theorem (Engle and Granger, 1987) the futures
and stock prices must possess a VECM representation where the adjusted (i.e. demeaned)
futures basis plays the part of the equilibrium error. We exploit this framework and use
exactly a VECM representation to demonstrate that a large amount of information may be
extracted from the futures market in order to forecast stock returns.

2.2 Regime-switching equilibrium correction in stock index futures
markets

A large literature has documented convincing evidence of nonlinearities in stock returns.
One element of this has been the mounting evidence that the conditional distribution of stock
returns is well described by a mixture of normal distributions (e.g. see Ryd§n, TerAsvirta and
Rsbrink, 1998, and the references therein) and that, consequently, a Markov switching model
may be a logical characterization of stock returns behavior (e.g. see, inter alia, LeBaron,
1992; Hamilton and Susmel, 1994; Hamilton and Lin, 1996; Ramchand and Susmel, 1998a,b;
Ryd§in, TerAsvirta and Rsbrink, 1998; Susmel, 1999). In fact, the relevant literature suggests
that not only Markov-switching models ~ t stock price data well, but they often perform very
satisfactorily in forecasting (e.g. see Hamilton and Susmel, 1994; Hamilton and Lin, 1996).

In the present paper, we investigate whether allowing for regime-switching in the VECM
implied by the framework described in the previous subsection yields superior stock returns
forecasts relative to several alternative speci” cations. This is done through estimating a
fairly general MS-VECM for stock prices and futures prices which is essentially based on an
extension of Markovian regime shifts to a nonstationary framework. In the rest of this sub-
section we outline the econometric procedure employed in order to model regime shifts in the
dynamic relationship between stock and futures prices. The procedure essentially extends
Hamilton's (1988, 1989) Markov-switching regime framework to nonstationary systems, al-
lowing us to apply it to cointegrated vector autoregressive (VAR) and VECM systems (see
Krolzig, 1997, 1999, 2000).

Consider the following M-regime p-th order Markov-switching vector autoregression
(MS(M)-VAR(p)) which allows for regime shifts in the intercept term:

X
Ye=%z) + SiYeii ' (5)

i=1
where y; is a K-dimensional observed time series vector, y¢ = [yit;Yot: o Vel ©(z0) =
[©1(z1);©2(z0); 1 ;% (z1)]" is a K-dimensional column vector of regime-dependent intercept
terms; the 1;'sare K £ K matrices of parameters; "t = ["1¢; "2t 111 ; "kl IS @ K-dimensional

vector of Gaussian white noise processes with covariance matrix §, "¢ » NID(0; 8). The
regime-generating process is assumed to be an ergodic Markov chain with a ™ nite number of

"The logarithmic basis b(t; T) at time t is de” ned as logB(t; T) = log F (t; T) i log S(t).



statelg)zt 2 f1;::: ;Mg governed by the transition probabilities p;j = Pr(z¢+1 =j jz¢ = i),
and J!V;lpij =18i;j2fl;:::;Mg.8
A standard case in economics and "~ nance is that y; is nonstationary but ~rst-di®erence
stationary, i.e. y¢ » 1(1). Then, given y; » 1(1), there may be up to K j 1 linearly
independent cointegrating relationships, which represent the long-run equilibrium of the
system, and the equilibrium error (the deviation from the long-run equilibrium) is measured
by the stationary stochastic process u; = ®y; j ~ (Granger, 1986; Engle and Granger, 1987).
If indeed there is cointegration, the cointegrated MS-VAR (5) implies an MS-VECM of the
form:
b2
Cy:=°@d)+  0iCYuii AVt (6)
i=1

P . P .
where ji =i jf’ziﬂ 1j are matrices of parameters, and § = ?:1 1i i | is the long-run

impact matrix whose rank r determines the number of cointegrating vectors (e.g. Johansen,
1995; Krolzig, 1999).°

Although, for expositional purposes, we have outlined the MS-VECM framework for the
case of regime shifts in the intercept alone, shifts may be allowed for elsewhere. The present
application focuses on a multivariate model comprising, for each of the three major stock
index futures markets analyzed, the futures price and the stock price (hence y; = [ft;Sd")
where fy and s; denote the demeaned logarithmic futures and stock prices respectively.
Following the reasoning of our discussion in Section 2.1, a unique cointegrating relationship
should exist between f; and s¢. As discussed in Section 3 below, in our empirical work, after
considerable experimentation, we selected a speci” cation of the MS-VECM which allows for
regime shifts in the intercept as well as in the variance-covariance matrix. This model,
the Markov-Switching-Intercept-Heteroskedastic-VECM or MSIH-VECM, may be written
as follows:

B
Cyr =°(z¢) + iiCYe;i + Y1+ Ug @)
i=1

where ¥ =®7", uy » NI11D(0; §(zy) and z; 2 f1;::: ; Mg.

An MS-VECM can be estimated using a two-stage maximum likelihood procedure. The
“rst stage essentially consists of the implementation of the Johansen (1988, 1991) maximum
likelihood cointegration procedure in order to test for the number of cointegrating relation-
ships in the system and to estimate the cointegration matrix. In fact, in the ~rst stage use
of the conventional Johansen procedure is valid without modelling the Markovian regime
shifts explicitly (see Saikkonen, 1992; Saikkonen and Luukkonen, 1997). The second stage
then consists of the implementation of an expectation-maximization (EM) algorithm for

8To be precise, zt is assumed to follow an ergodic M-state Markov process with transition matrix
2 Pir Pz G pim
p21 p22 t¢¢  pom
P=g . . . . )
Pm1  Pmz (¢ pvmm
where pjm =1 i Pin i :i1d Pizmga fori 2110, Mg.

91In this section it is assumed that 0 < r < K, implying that y; is neither purely di®erence-stationary
(i.e. r=0) nor is a stationary \ector (i.e. r = K).



maximum likelihood estimation which yields estimates of the remaining parameters of the
model (Dempster, Laird and Rubin, 1977; Hamilton, 1990; Kim and Nelson, 1999; Krolzig,
1999).

2.3 Separation and cointegration in modelling stock returns

Although conventional time series models employed to explain or forecast stock returns
treat a particular asset or index in isolation, a vast empirical and theoretical literature
in “nance has pointed out that trading activity does not take place for one index per
unit of time (see, inter alia, Eun and Shin, 1989; Engle and Susmel, 1994, Koutmos and
Booth, 1995; Lee, 1995; Karoly and Stulz, 1996). This literature generally emphasizes that
hedging activities and cross-market arbitrage may generate comovements across di®erent
stock market indices (Ang and Bekaert, 2001; Goetzmann, Li and Rouwenhorst, 2001) and,
in turn, the correlation between di®erent indices may be potentially very useful in improving
empirical models of stock returns. In particular, it is possible that, in a VECM for futures
and stock prices, stock price changes respond not only to the disequilibrium in the relevant
stock index market but also to disequilibria in stock index markets that are linked to the
relevant stock index.

Table 1, which reports correlation coexcients for the three di®erent futures bases ex-
amined in this study (the S&P 500, the FTSE 100, and the NIKKEI 225), provides clear
evidence in favor of the conjecture that the three futures bases of these indices display
substantial and statistically signi” cant cross-correlation, ranging from about 21 percent for
the S&P 500-NIKKEI 225 pair to about 58 percent for the NIKKEI 225-FTSE 100 pair.
These correlations indicate clear interdependencies between these three major stock market
indices, suggesting that the allowance for spillovers in our spot-futures VECM may vyield
substantial improvements relative to individual VECM estimation due to the incremental
information yielded by the cross-correlation of the indices examined.

This line of reasoning suggests the possibility of enriching our MS-VECM framework
by allowing for spillovers through the equilibrium correction terms, that is by allowing for
the possibility that equilibrium correction terms from one cointegrating relationship for a
particular stock market index may have explanatory power in the equilibrium correction
equation driving the returns of another stock market index. This approach is consistent
with the notion of separation and cointegration - popularized by Konishi and Granger (1993),
Konishi (1993), Granger and Swanson (1996), Granger and Haldrup (1997) - which therefore
provides a useful way of describing formally the above ideas.

Consider the MS-VECM (6) and de” ne an n-dimensional cointegrated vector Y =

yLy2:y3 ', where yi = [f);sI] for j = 1;2;3 is of dimension of ni (i.e. n = nl + n2 +n3)

and y}, y2 and y? have no variable in common. We can then generalize equation (6) to
a VECM that exploits the information in the futures market while also allowing for both
regime shifts and international spillovers. This VECM may be written as follows:

it -
CY:=°Z)+ BiCY;i +® Y+ 'y (®)
i=1

where g is an n£n matrix of autoregressive parameters, ® and —° denote the n £ r loading
matrix and the r £ n cointegration matrix (or matrix of cointegrating vectors) respectively,
and r is the cointegration rank. The cointegration matrix —° can be factorized as



2 3

—0
0 0
g 1 5
=40 7, 0 ©)
0 0

where }; isrd £n, for j =1;2;3. The system is said to have separate cointegration with

cointegration ranks for each subsystem given by n', n? and n3 respectively. If we then
factorize the loading matrix as follows

3
®; 0 0

®=4 0 ®, 0 S (10)
0 0 ®g

we have type B-separation or separation in the equilibrium correction, whereas if we factorize
the matrix o; as

2 . 3
o, 00
og;=4 o al, 0 5 (11)
0 0 =3

we have type A-separation or separation in the dynamic adjustment towards the long-run
equilibrium de ned for each yi for j = 1;2;3 (e.g. Granger and Haldrup, 1997). If all of
the conditions (9)-(11) hold there is complete separation, while if condition (9) is associated
with either (10) or (11) we have partial separation.

Our earlier discussion on spillovers in the dynamics of stock market returns is consistent
with a situation where, although two or more di®erent stock indices are “separated in the
long-run’ (i.e. condition (9) holds), there may be important short-run relationships between
them and, therefore, the deviation from the equilibrium relationship (de ned by the futures
basis) from one index may enter the equilibrium correction equation of another index (i.e.
condition (11) does not hold).

This ‘amalgamation' is applied to the case of cointegration analysis across di®erent stock
indices in the world economy, which seems intuitively appealing given the high degree of
integration of global capital markets during the last ~fteen years or so. In particular, our
framework is consistent with a situation where, for any stock index k, a long-run equilibrium
relationship is established in a static cointegrating equation involving the stock and futures
prices for index k, as predicted by the standard cost of carry model. Hence, stock and
futures prices for any other index j & k do not enter the long-run cointegration equation
de ning the equilibrium value of the stock price of index k. Despite long-run separation
(that is the equilibrium value of the stock price of any index k is fully determined by the
equilibrium relationship between stock and futures prices of the index k itself), however,
the individual short-run relationships may be characterized by the equilibrium error from
one equation entering another equilibrium correction equation of the system. This is the
approach followed below, where we start by estimating cointegrating relationships and,
therefore, equilibrium correction terms, which imply plausible parameters and are consistent
with the de nition of the futures basis (i.e. with the [1; j 1] cointegrating vector implied by
the framework in Section 2.1). Thus, we estimate a nonlinear MS-VECM where, for each
stock index examined, the lagged deviation from equilibrium (equilibrium correction term)



in other stock indices is allowed to enter the equilibrium correction equation in addition to
the own-index lagged deviation from equilibrium (equilibrium correction term) in order to
exploit the information content of international spillovers.

3 Empirical analysis I: modelling

3.1 Data, preliminary statistics and cointegration analysis

The data set comprises weekly time series on futures written on the S&P 500, the NIKKEI
225 and the FTSE 100 indices, as well as price levels of the corresponding underlying cash
indices. The data were obtained from Datastream, and the sample period examined spans
from September 1988 to December 2000. We use this sample period because the NIKKEI
225 stock index futures was " rst traded on September 3 1988 in the Osaka Stock Exchange
(OSE).10 Inour empirical work, we carried out estimations over the period September 1988-
December 1998, reserving the last two years of data for out-of-sample forecasting tests.

Panel A of Table 2 provides summary statistics of the logarithm of the futures price,
f: and the logarithm of the spot price, s¢. As one would expect, for each stock index,
the “rst moment of the futures price is larger than the “rst moment of the spot price
(although it is not the case that f; > s; at each point in time), while the second moment
of the spot price is larger than the second moment of the futures price, suggesting that
the futures price is larger on average and less volatile than the spot price. The partial
autocorrelation functions, reported in Table 2 up to order 12, suggest that each spot and
futures price examined displays very strong ~ rst-order serial correlation, while none of these
series appears to be signi cantly serially correlated at higher lags.*t

As a preliminary exercise, we tested for unit root behavior of each of the (log) futures
price and spot price time series by calculating standard augmented Dickey-Fuller test statis-
tics.*?> In each case, the number of lags was chosen such that no residual autocorrelation
was evident in the auxiliary regressions. In keeping with the very large number of studies
of unit root behavior for these time series and conventional “nance theory, we were in each
case unable to reject the unit root null hypothesis at conventional nominal levels of signi -
cance. On the other hand, di®erencing the series did appear to induce stationarity in each
case. Overall, the unit root tests clearly indicate that both f; and s; are realizations from
stochastic processes integrated of order one, which suggests that testing for cointegration
between f; and s; is the logical next step.

The implementation of the Johansen (1988, 1991) maximum likelihood cointegration
procedure is essentially the ~rst stage of the two-stage procedure designed to estimate an

10More precisely, NIKKEI 225 futures contracts were ~rst traded in 1986 in the Singapore International
Monetary Exchange (SIMEX). Since NIKKEI 225 futures contracts are more actively traded in the OSE
than the SIMEX we prefer to use the OSE data (see Pan and Hsueh, 1998, for further discussion of the
institutional details of trading the NIKKEI 225 stock index futures contracts).

11Considering that some of the papers in a related literature were engendered by considerations of mi-
croctructural nature and focused on price and basis changes (e.g. Miller, Muthuswamy and Whaley, 1994),
we also examined the autocorrelation function (up to 12 lags) of spot price changes, futures price changes,
and basis changes for all indices studied. The results (not reported to conserve space but available upon
request) indicated that changes in both spot and futures prices for each index display signi” cant autocor-
relation, fairly strong especially at lag 1. Further, for each index, changes in the futures basis display the
well-documented negative autocorrelation. As suggested by Miller, Muthuswamy and Whaley (1994), the
negative autocorrelation of the basis has important implications for microstructural “nance, and - at least
at high frequency - may be generated by the fact that index stocks do not trade continuously.

12The results are not reported to save space, but they are available from the authors upon request.



MS-VECM for ¢f; and €s¢, as discussed in Section 2.2. We employed the Johansen
procedure in a VAR allowing for a maximum lag length of ~ve and an unrestricted constant
term, hence testing for cointegration in the long-run model:'3

foj As; = #: (12)

Both Johansen likelihood ratio (LR) test statistics (based on the maximum eigenvalue
and on the trace of the stochastic matrix respectively) clearly suggested that a cointegrating
relationship existed. Also, the restriction suggested by framework described in Section 2.1
that the cointegrating parameter associated with s, equals unity (A = 1) could not be
rejected at conventional nominal levels of signi_ cance for each of the estimated VARs.'#
Given the restriction A = 1, the cointegrating residuals may be seen as the estimated
deviation of the basis from its mean.

Overall, the results in this section suggest that a unique cointegrating relationship exists
between ft and st for each of the three major stock indices examined, lending support to
the simple framework outlined in Section 2.1.

3.2 Linear dynamic modelling and linearity tests

Preliminary to considering an MS-VECM, we estimated a standard linear bivariate VECM
for ¢f; and ¢s¢, which is implied by the “nding of cointegration between f; and s; reported
in the previous sub-section (Granger, 1986; Engle and Granger, 1987). Thus, using full-
information maximum likelihood (FIML) methods, we estimated for each stock index a
bivariate VECM of the form

i
Cy=°+ 9iCye;i+ aVeir+ 't (13)
i=1

where y; = [f;s¢]’; we allowed for a maximum lag length of ~ve as suggested by both
the Akaike information criterion (AIC) and the Schwartz information criterion (SIC). Em-
ploying the conventional general-to-speci ¢ procedure, we obtained, for each stock index
examined, fairly parsimonious models for ¢f; and ¢s; which display no residual serial
correlation.®®

Further, in order to test for cointegration and separation of the type discussed in Section
2.3, we estimated the following model:

pid
CYy =°+ i CYepi+ Y1+ e (14)
i=1

13The VAR considered is essentially model H(r) in Johansen (1995, p. 83) notation, where a linear
deterministic trend is implicitly allowed for but this can be eliminated by the cointegrating relations and the
process contains no trend-stationary components; hence, the model allows for a linear trend in each variable
but not in the cointegrating relations.

14 R tests of the hypothesis A = 1 could not be rejected with p-values equal to 0.616, 0.587 and 0.603 for
the S&P 500, the NIKKEI 225 and the FTSE 100 respectively.

15Full details on these estimation results are available from the authors upon request, but are not reported
to conserve space and because the main focus of this section of the paper is on linearity testing applied to
the linear VECM residuals.
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where Y, = [ftspsoo;stspsoo;f{\l K225;s{\l K225;ftFTSE100; Slt: TSE100]0 \\fe tested for type B-
separation (separation in the equilibrium correction) by estimating model (14) imposing the
zero restrictions as in (10) and executing a standard likelihood ratio (LR) test. The results
allow us to reject the zero restrictions under the null hypothesis (10), implying that there
is no separation in the equilibrium correction, or put di®erently, that the disequilibrium
(deviation of the basis from its equilibrium level) in one index in®uences the dynamics of
stock returns of other indices.

As a check of adequateness of the models as well as an additional motivation for the need
of employing a nonlinear model to characterize the dynamic relationship between stock and
futures prices, however, we employed two fairly general tests for linearity of the residu-
als from the VECMs (13) and (14), namely Ramsey's (1969) RESET test and the Brock,
Dechert and Sheinkman (BDS) (1991) test for testing the null hypothesis that the residuals
from (13) and (14) are independent and identically distributed (iid) against an unspeci ed
alternative.'® Application of both of these tests provided strong empirical evidence that
the linear VECM fails to capture important nonlinearities in the data generating process, as
linearity is rejected with marginal signi- cance levels (p-values) of virtually zero (see Panels
a) and b) of Table 4).*"

3.3 MS-VECM estimation results

Next, we applied the conventional \bottom-up" procedure designed to detect Markovian
shifts in order to select the most adequate characterization of an M-regime p-th order
MS-VECM for ¢y, of the form discussed in Section 2.3®  However, for any MS-VECM
estimated the implicit assumption that the regime shifts a®ect only the drift term of the
VECM was found to be inappropriate. In fact, we checked the relevance of conditional
heteroskedasticity by estimating an MS-VECM where the Gaussian innovation is allowed to
be heteroskedastic, "¢ » NI1D(0; 8(z¢)). We then tested the hypothesis of no regime depen-
dence in the variance-covariance matrix using an LR test of the type suggested by Krolzig
(1997, p. 136). The results suggest very strong rejection of the null of no regime depen-
dence, clearly indicating that an MS-VECM that allows for shifts in both the interceptv and

16Under the RESET test statistic, the alternative model involves a higher-order polynomial to represent
a di®erent functional form; under the null hypothesis, the statistic is distributed as A2(q) with q equal to
the number of higher-order terms in the alternative model. The BDS test for a series ut is calculated in
the following way. Let ug., be a set of consecutive terms from U © Ug;y FUg, Ugeq;:00 jUgsy10- The pair
of vectors ug;v and us;v are said to be no more than & apart if j ue+j j Us+j j- & for J =0;1;:::;v j L.
Thus, the correlation integral C, (&) is de ned as the product of the limit of T i2 (T being the number of
observations) times the number of &-close pairs (s; t), essentially measuring the probability that the pairs of
points (s;t) are within & of each other. The BDS statistic ibtﬁen constructed as S(v;&) = ©, ) i [©(&)]V
for some v and &. Under the null hypothesis that uy is iid, = T[S(v;&)] >» N(O; »), where the variance » is a
function of v and &. Rejection of the null implies that some form of nonlinearity is present in ut, although
the type of nonlinearity cannot be exactly determined under the BDS test. BDS (1991) suggest that the
choice of v and, particularly, the choice of &, are crucial for the power of the test, which is reasonably
powerful only in large samples. BDS (1991) also suggest values of & between 0.5 and 1.5 times the standard
deviation of ut, whereas the value of v should preferably be such that (T=v) > 200.

17However, we also used the linear VECM s to forecast the future stock price and compared these forecasts
to the forecasts obtained from estimating an MS-VECM, as discussed below.

18Essentially the bottom-up procedure consists of starting with a simple but statistically reliable Markov
switching model by restricting the e®ects of regime shifts on a limited number of parameters and check the
model against alternatives. In such a procedure, most of the structure contained in the data is not attributed
to regime shifts, but explained by observable variables, therefore being consistent with the general-to-speci ¢
approach to econometric modelling. For a comprehensive discussion of the bottom-up procedure, see Krolzig
(1997).
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the variance-covariance matrix 8, that is an MSIH(M )-VECM(p), is the most appropriate
model within its class in the present application. Then, we tested for the signi cance of the
autoregressive structure and found that p = 1 is the lag length which better characterizes
the dynamics of the series.*® For simplicity, we assume, as done in much recent literature
on Markov-switching models (see, inter alia, Cecchetti, Pok-Sang and Mark, 1990, 2000;
Hamilton and Lin, 1996; Richmond and Susmel, 1998a,b), the presence of two regimes for
each stock index.
Thus, we selected and estimated a bivariate MSIH(2)-VECM(1) for ¢y of the form

i
Cyr = °@)+  BiCygitaYit
i=1

"t » NID(0;8(z)) =12 (15)

using the EM algorithm for maximum likelihood estimation discussed in Section 2. In order
to test for cointegration and type B-separation we also estimated the following model

it
¢cYy = °@)+ @Y+ Y1+t
i=1

"t » NID(0;8(zv)) 7t =1,2: (16)

Making no assumption on the relationship between the regime shifts occurring in the
stock indices examined (see Krolzig, 1997; Hamilton and Lin, 1996) implies that the number
of regimes incorporated in model (16), and consequently the dimension of the transition
matrix, is 23 = 8.0

The empirical results are very encouraging on a number of fronts. The estimation
yields plausible results for each VECM estimated, with all coexcients found to be strongly
statistically signi cantly di®erent from zero at conventional levels of signi cance.? The
impact e®ect of regime shifts also appears to be substantial on the variance-covariance matrix
8(z). Furthermore, we computed an LR test statistic for linearity, which essentially tests
the hypothesis that the true model is a linear VECM against the alternative of the MSIH-
VECM reported in Table 5. Even by invoking the upper bound of Davies (1977, 1987),
the linearity hypothesis is rejected very strongly, with a p-value of virtually zero, providing
convincing evidence of the need of employing a regime-switching model that allows for shifts
inv and & in the econometric modelling of the data under examination.?> Moreover, even
in the context of Markov-switching models, type B-separation is rejected by the data. In

190ne may argue that the lag length of unity which was selected by the bottom-up procedure may be too
low, given that we allowed for a maximum lag length of ~ve in estimating the linear VECM. Nevertheless,
estimation of an MSIH-VECM with higher-order lags provided several insigni cant autoregressive parameters
and did not change qualitatively any of the results reported below. Further, given that the diagnostic tests
and the graphs of the residuals from the MSIH(3)-VECM(1) did not indicate either misspeci cation or
residual serial correlation and that the coe=cients of determination were found to be very high, we decided
to stick to the more parsimonious models.

20For further technical details see Appendix A.

21The full set of estimated coez-cients are not reported here to save space, but full details are available
upon request.

22Note that the regularity conditions under which the Davies (1977, 1987) test is valid may be violated,
since the Markov model has both a problem of nuisance parameters and a problem of “zero score' under
the null hypothesis. Moreower, even if the Davies bound is appropriate, it is possible that it will only be
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fact the likelihood ratio test (LR2) reported in the second column of Table 5 strongly rejects
the null of separation in the equilibrium correction terms.

We also compute coe=cients of determination (R? and ﬁz); the R® was adjusted both
for the bias towards preferring a larger model relative to a smaller one as well as for the fact
that the model allows for regime-dependent heteroskedasticity. The results are reported
in Panel a) of Table 6. Under this measure of goodness of "t, two facts arise. First,
the role of non-separation in the equilibrium correction terms is important to explain the
variability of futures and spot returns: columns 2 and 4 highlight the improvement in the
in-sample predictive performance of the models when the futures bases from di®erent stock
markets are incorporated as explanatory variables in the returns equations. Second, the role
of nonlinearities appears to be very important to better explain stock returns. Columns
3 and 4 show how nonlinearities of the type speci ed in Section 2 help to capture the
general features exhibited by the time series under investigation. Thus, examining the
last column of Panel a) of Table 6, where international spillovers and nonlinearities are
both explicitly taken into account, suggests that the in-sample performance of the model
is highly satisfactory. The uncorrected R? exhibits values larger than 45% for all futures
and spot indices. Ewven correcting for the large number of parameters of the MSIH(8)-
VECM(1) model, the coexcient of determination is at least twice as large as the coezxcient
of determination obtained for the bivariate MS-VECM models and more than 10 times
larger than the coezcient of determination of the standard linear VECM models.?3 24

4 Empirical analysis Il: forecasting

4.1 R? out of sample and point forecasting performance

One of our results, corroborating some previous ~ ndings in the relevant literature, is that
futures prices contain valuable information that can be exploited to explain a sizable pro-
portion of stock prices and returns, at least in sample. In order to better evaluate the
usefulness of our nonlinear MS-VECM characterization and the gain from using a sophis-
ticated nonlinear empirical model, dynamic out-of-sample forecasts of stock returns were
constructed using the MSIH-VECM estimated and discussed in the previous section. In
particular, we calculated one-step-ahead forecasts over the period January 1999-December
2000.2° The out-of-sample forecasts for a given horizon are constructed according to a re-
cursive procedure that is conditional only upon information available up to the date of the

valid if the null model is a linear model with iid errors; in the present case, it is ditcult to believe that this
condition is met since innovations are not homoskedastic, which would induce some distortion. T herefore,
the distribution of the LR test may di®er from the adjusted A2 distribution proposed by Davies (1977, 1987).
For extensive discussions of the problems related to LR testing in this context, see Hansen (1992, 1996) and
Garcia (1998). We are thankful to Bruce Hansen for clarifying several econometric issues related to LR
testing in the present context.

23Note that all of our estimated MS-VECMs are clearly stationary, as con” rmed by calculating the value
of the spectral radius as in Karlsen (1990).

24As away to evaluate the dynamic properties of the estimated Markov-switching models we also examined
the e®ects of shocks on the evolution of the time series under investigation using generalized impulse response
functions calculated using Monte Carlo integration methods (see Gallant, Rossi and Tauchen, 1993; Koop,
Pesaran and Potter, 1996). The impulse response functions (not reported to conserve space but available
upon request) show that, as expected, shocks hitting each of the three stock returns examined exhibit low
persistence, dissipating over a very short time horizon.

25For a description of the econometric issues related to out-of-sample forecasting in a Markov-switching
framework, see Hamilton (1993) and Krolzig (2000).
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forecasts and with successive re-estimation as the date on which forecasts are conditioned
moves through the data set.

Itiswell known in the literature that forecasting with nonlinear models is in general much
more dizcult than forecasting with linear models because of the need to condition on the
distribution of future exogenous shocks whose conditional expectation may be zero in alinear
framework but not in a nonlinear framework. However, given that we compute one-step-
ahead forecasts, the procedure often suggested in the literature that involves implementing
numerical integration using Monte Carlo methods is not required as the one-step-ahead
forecasts can be calculated analytically (see, inter alia, Brown and Mariano, 1984, 1989;
Granger and TerAsvirta, 1993, chapter 8; Franses and van Dijk, 2000, chapters 3-4; Krolzig,
2000).

Forecast accuracy is evaluated using several di®erent criteria. Panel a) of Table 7
shows the R? out-of-sample, the mean absolute errors (MAE) and the mean square errors
(MSE) for each of the estimated models. The pattern described by the R? is encouraging.
The MSIH-VECM (16) (i.e. the nonlinear VECM which allows for international spillovers)
exhibits the highest goodness of ~t out-of-sample for each of the indices examined: the R?
out-of-sample is always higher than 10 percent and is close to 20% in the case of the NIKKEI
225 index. Also, the di®erence between the R? out-of-sample from the MSIH-VECM and
the R? out-of-sample obtained from each of the alternative models is large, suggesting that
both nonlinearities and spillovers are important to explain, even out-of-sample, the dynamics
of stock returns.

This scenario is not con” rmed, however, by the analysis of the MAEs and MSEs. Indeed,
on the basis of these criteria, the MSIH-VECM (16) is slightly better (produces lower MAES
and MSEs) only for the S&P 500 index, while for the other two stock indices examined it
performs slightly worse than the alternative models. However, the results of the Diebold
and Mariano (1995) test, reported in the Panel b) of Table 7, indicate that we are not able
to reject the null of equal predictive accuracy in each case. Hence the di®erences in terms
of MAEs and MSEs reported in Table 7 are not statistically signi cant.2® 27

Overall, the results from analyzing the R? out of sample, which favor the MSIH-VECM
(16), appear to con®ict with the results from analyzing MAEs and MSEs, which do not
support any particular model.

4.2 Density forecasting performance

The "ndings in the previous subsection deserve further discussion. The estimated linear
and nonlinear models produced a series of dynamic out-of-sample forecasts. Using di®erent

26 consistent estimate of the spectral density at frequency zero P(O) is obtained using the method of
Newey and West (1987) where the optimal truncation lag has been selected using the Andrews's (1991)
AR(1) rule. The rule isimplemented as follows: we estimated an AR(1) model to the quantity dt obtaining
the autocorrelation coe=x=cient # and the innovation variance from the AR(1) process B2: Then the optimal
truncation Lag A far the Parzen window in the Newey and West estimator is given by the Andrews' rule

A =26614 B (2)T e where B (2) isa function of B and %2. The Parzen window has been chosen according

to Gallant (1987, p. 534).

27Note that the nite-sample distribution of the DM statistics may deviate from normality; this problem is
particularly severe when one takes into account parameters uncertainty (see West 1996, West and McCracken
1998; McCracken 2000). The DM statistics reported in this paper were calculated by bootstrap (see Kilian,
1999). Also, note that the non-rejection of the null of equal point forecast accuracy may be due to the well
documented low power of the Diebold-Mariano test statistic in ~nite sample (see Kilian and Taylor, 2001,
and the references therein).
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criteria to evaluate their predictive accuracy we obtained somewhat con®icting results. How
can one reconcile, for example, the “nding of an R? out-of-sample larger than 12% or so and
average improvements ranging between 5 and 12 times relative to the alternative models
with our inability to beat the alternative models on the basis of MAEs and MSES?

One possible explanation of these ndings is suggested by careful examination of Table
8, which reports the absolute di®erences between the rst four moments of the estimated
forecast densities and the true predictive density of the data. The gures in Table 8 suggest
that focusing only on the rst two moments of the stock returns distributions, which is
e®ectively what one does when using point forecast accuracy tests, we do not exploit the
whole information provided by the MS-VECMs out-of-sample predictions. In particular,
the MSIH-VECM (16) appears to exhibit the best performance across the models considered
in terms of ‘closeness' of the predicted moments to the true moments of stock returns data
over the forecast period, although this might not be clear if one considers only the ~rst two
moments of the distribution of stock returns. This evidence is made visually clear by Figures
1-3, which plot, for each of the stock indices examined, the forecast densities implied by each
of the competing models together with the true predictive density of stock returns. The
graphs make simply too apparent how the MSIH-VECM (16) produces density forecasts
much closer to the true predictive density of the data than any of the other competing
models. In some sense, therefore, inspection of the absolute di®erences given in Table
8 and the forecast densities plotted in Figures 1-3 may help us to reconcile the puzzling
evidence of the high R2 out-of-sample and the unsatisfactory results in terms of MAEs and
MSEs documented in the previous subsection.

A logical next step then involves testing formally the hypothesis that the forecast density
implied by the MSIH-VECM (16) is the closest to the true predictive density of the data
in order to add econometric precision to the informal evidence provided by Table 8 and
Figures 1-3. A large body of literature in “nancial econometrics has recently focused on
evaluating the forecast accuracy of empirical models on the basis of density, as opposed to
point, forecasting performance (see, inter alia, Diebold, Gunther and Tay, 1998; Diebold,
Hahn and Tay, 1999; Granger and Pesaran, 1999; Tay and Wallis, 2000; Timmerman, 2000;
Pesaran and Skouras, 2001). Several researchers have proposed methods for evaluating
density forecasts. For example, Diebold, Gunther and Tay (1998) extend previous work on
the probability integral transform and show how it is possible to evaluate a model-based
predictive density and to test formally the hypothesis that the predictive density implied
by a particular model corresponds to the true predictive density. In general, this line
of research has produced several methods either to measure the closeness of two density
functions or to test the hypothesis that the predictive density generated by a particular
model corresponds to the true predictive density. However, these tests do not allow us to
test the null hypothesis of equal density forecast accuracy between competing models.

In order to test formally the null hypothesis of equal density forecast accuracy between
the MS-VECM (16) and each of the alternative models considered we employed the ~-test
recently proposed by Sarno and Valente (2001) for evaluating the accuracy of the density
forecasts generated by competing models. The “-test is similar in spirit to the test suggested
by Diebold and Mariano (1995) but involves the analysis of the whole forecast density instead
of point forecasts.?® The “-test statistic is constructed as follows:

283ee Appendix B for details on the calculation and the properties of the ~-test.
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replications) of the di®erence between two estimated integrated square di®erences, ISI)Jl
and I@bjz; I§bjl refers to the integrated square di®erence between the MSIH-VECM (16)

and the true predictive density, whereas I?ij2 refers to the integrated square di®erence
between the particular competing model considered and the true predictive density; B is a
consistent bootstrap estimate of the variance of the di®erence d.?° Under general conditions,
the ” -test statistic is distributed as standard normal under the null hypothesis that the two
competing models have equal density forecast accuracy.

The results from applying the “-test to our models, reported in Table 9, con rm the
informal evidence documented in Table 8 and Figures 1-3 since the null of equal density
forecast accuracy is strongly rejected in each case. More precisely, for each alternative
model and each stock index examined, the MSIH-VECM (16) produces the best density
forecasts, with the null hypothesis of equal density forecast accuracy being rejected with
p-values of virtually zero.

Summing up, the forecasting results in this section suggest that the general MSIH-VECM
that allows for international spillovers performs signi cantly better than any other linear and
nonlinear model considered in this paper in terms of explaining the out of sample behavior of
stock returns. In particular, while the forecasting performance of the general MSIH-VECM
is not statistically di®erent from the performance of the alternative models in terms of point
forecasting, the MSIH-VECM is superior when one evaluates out-of-sample performance on
the basis of the ability of the model to match the full out-of-sample predictive density of
stock returns.

5 Conclusion

This article has re-examined the dynamic relationship between spot and futures prices in
stock index futures markets using data since 1988 at weekly frequency for three major stock
market indices - the S&P 500, the NIKKEI 225 and the FTSE 100 indices. In particular,
motivated by several related strands of research, we proposed a nonlinear, Markov-switching
vector equilibrium correction model that explicitly takes into account the large amount of
evidence that the conditional distribution of stock returns is well characterized by a mixture
of normal distributions. Also, we used the recently developed notion of ‘separation and
cointegration® to provide a richer characterization of the dynamics of stock returns that
explicitly allows for international spillovers across these stock index and stock index futures
markets.

The empirical results provide strong evidence in favor of the existence of strong interna-
tional spillovers across these major stock markets and a well-de” ned long-run equilibrium
relationship between spot and futures prices which is consistent with mean reversion in

RN i,
29The estimated integrated square di®erence isb = R(x) i B(X) dx isobtained by estimating the
density functions A and ° by means of the Gaussian kernel estimator.
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the futures basis and the fundamental predictions of the cost of carry model. Linear
vector equilibrium correction models were rejected when tested against a Markov-switching
vector equilibrium correction model which allows for shifts in the intercept and the variance-
covariance matrix, suggesting the need for a nonlinear, regime-switching speci” cation. Our
preferred nonlinear speci cation explains a very large fraction of the stock returns exam-
ined, with the R2 ranging from 0.45 for the FTSE 100 index returns to 0.65 for the S&P

500 index returns, and with the ﬁz ranging from 0.18 for the NIKKEI 225 index returns to
0.26 for the S&P 500 index returns.

Using the estimated models in an out-of-sample forecasting exercise we found that both
nonlinearity and international spillovers are important in forecasting future stock returns.
However, their importance is not apparent when the forecasting ability of our proposed
nonlinear VECM is evaluated on the basis of conventional point forecasting criteria. In
fact, these criteria neglect the fact that stock returns are non-normally distributed and that
the nonlinear models employed in this paper imply non-normal predictive densities. In
order to adequately measure the forecasting ability of our nonlinear model we employed
a test of the null hypothesis of equal density forecast accuracy, which revealed that the
forecast density implied by our preferred speci” cation is, for each stock index considered,
signi- cantly closer to the true predictive density of the data than the forecast densities
generated by each of the several competing models.

While these results aid the profession's understanding of the behavior of stock returns,
we view our model as a tentatively adequate characterization of the data which appears to
be superior to linear equilibrium correction modeling in a number of respects, but which
nevertheless may be capable of improvement. In particular, while the model used here is
very general and ©exible, the evidence we document suggests that global stock index and
stock index futures markets are characterized by very complex dynamic interactions. Much
more work needs to be done to understand these relationships. These challenges remain on
the agenda for future research.
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Table 1. Correlation matrix among futures bases

S&P 500 NIKKEI 225 FTSE 100
S&P 500 1
[il
NIKKEI 225 021046 | 1
1:85 £1013 [i]
FTSE 100 039323 |, 0.58048 1
1:95 £1013 1:15 £10i° [i]

Notes: Estimated total correlation and standard errors (in brackets) are reported. Stan-
dard errors of the estimated correlation coeZcients are calculated by bootstrap. Data are

resampled with replacement 5,000 times.

Table 2. Preliminary data statistics

S&P 500: fy S&P 500: s¢ NIKKEI 225: f; NIKKEI 225: s¢ FTSE 100: f FTSE 100: S¢

Minimum | 5.5084 5.5081 4.1095 4.1099 7.4325 7.4458
Maximum | 6.8977 6.8835 4.5967 4.5901 8.5864 8.5725
Mean 6.0969 6.0921 4.3122 4.3103 7.9467 7.9387
Std Dev 0.1171 0.1172 0.1081 0.1098 0.0764 0.0777
PACF:

lag 1 0.9915 0.9917 0.9897 0.9899 0.9904 0.9912
lag 2 -0.0134 -0.0146 0.0122 0.0104 -0.0227 -0.0381
lag 3 -0.0388 -0.0368 -0.0246 -0.0130 -0.0182 -0.0202
lag 4 -0.0105 -0.0117 0.0114 -0.0225 0.0158 0.0159
lag 5 0.0373 0.0309 0.0113 0.0139 0.0226 0.0183
lag 6 0.0070 0.0079 -0.0397 -0.0427 -0.0156 -0.0116
lag 7 0.0183 0.0145 0.0533 0.0536 0.0085 0.0066
lag 8 -0.0176 -0.0172 -0.0435 -0.0326 -0.0069 -0.0091
lag 9 0.0323 0.0314 -0.0107 -0.0097 0.0285 0.0207
lag 10 -0.0466 -0.0443 -0.0451 -0.0518 -0.0306 -0.0335
lag 11 -0.0067 -0.0110 0.0740 0.0772 -0.0147 -0.0193
lag 12 -0.0117 -0.0092 0.0275 0.0211 0.0173 0.0148

Notes: f; and s; denote the log-level of the futures price and the log-level of the spot

price respectively. PACF is the partial autocorrelation function, and its standard deviation
can be approximated by the square root of the reciprocal of the number of observations,

T = 643, hence being equal to about 0:00155.
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Table 3. Johansen maximum likelihood cointegration procedure

Panel a) S&P 500

LR tests based on the maximum eigenvalue of the stochastic matrix

Ho Hy LR 95% CV
r=0 r=1 b56.60 14.06
r-1 r=2 0.27 3.84

LR tests based on the trace of the stochastic matrix

Ho H LR 95% CV
r=0 r_1 5687 1541
r-1 r=2 027 3.84

Panel b) NIKKEI 225

LR tests based on the maximum eigenvalue of the stochastic matrix

Ho H LR 95% CV
r=0 r=1 8444 1406
r-1 r=2 2083 3.84

LR tests based on the trace of the stochastic matrix

Ho H LR 95% CV
r=0 r_1 8652 1541
r-1 r=2 2083 3.84

(continued ...)
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(... Table 3 continued)

Panel C: FTSE 100

LR tests based on the maximum eigenvalue of the stochastic matrix

Ho Hy LR 95% CV
r=0 r=1 6047 14.06
r-1 r=2 0.02 3.84

LR tests based on the trace of the stochastic matrix

Ho H LR 95% CV
r=0 r_1 6049 1541
r-1 r=2 002 3.84

Notes: The model being tested for cointegration is equation (9). Hg and H; denote
the null hypothesis and the alternative hypothesis respectively; r denotes the number of
cointegrating vectors and the 95% critical values reported in the last column are taken from
Osterwald-Lenum (1992).
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Table 4. Linearity tests on the residuals from linear VECMs

Panel a) Linear VECM (13) (complete separation)

RESET tests

S&P 500  NIKKEI 225 FTSE 100
futures equation | 0 0 5.90£101%%
spot equation 1.64£1012 1.29£1013 7.17£1012
BDS tests
v=2 v=3
& =05 &¢=1.0 =15 & =05 & =10 & =15
S&P 500
futures equation 3.02£10i6 885£10i7 4.01£1017 2.10£10i7 1.18£10i" 351£10i8
spot equation 1.18£10i% 6.80£1017 2.66£10i® 205£10i7 4.38£10i® 579£10i8
NIKKEI 225
futures equation 3.13£10i8 2.13£10i7 1.10£10i® 277£10i'% 4.79£10i1° 1.32£10i8
spot equation 2.40£10%° 4.37£1018 3.86£10i7 244£101'5 6.32£10i1 8.42£101°
FTSE 100
futures equation 2.77£10i1 277£10il 2.96£10il 579£10i2 4.86£10i2 3.34£10i2
spot equation 4.30£10i1 3.15£10i! 3.21£10i1 7.14£10i2 4.47£10i2 143£10i2

(continued ...)
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(... Table 4 continued)

Panel b) Linear VECM (14) (type-B separation)

RESET tests

S&P 500 NIKKEI 225 FTSE 100
futures equation | 7.60£101% 1.08£10i3 0
spot equation 1.00£10i°% 947£1013 0

BDS tests
v=2 v=3
& =05 & =1:0 & =15 & =05 & =10 & =15

S&P 500

futures equation 5.52£1017 7.42£10%7 1.37£10i® 7.42£10i° 4.31£10i® 9.06£1018

spot equation 2.09£10i% 253£1017 4.37£10i6 159£10i® 5.14£10i° 8.16£10i8

NIKKEI 225

futures equation 1.20£10i°% 1.99£10i° 3.15£10i°> 1.97£10i° 1.71£10i" 1.02£101°¢

spot equation 5.36£1017 6.17£1016 2.42£10i5 293£10i1'° 538£10i8 127£10i6
FTSE 100

futures equation 2.36£10i1 3.68£10il 2.77£10il 3.79£10i2 3.56£10i2 1.14£10i2

spot equation 3.12£10i1 3.08£10il 4.34£10il 252£10i2 1.55£10i2 9.48£10i3

Notes: Panel a): Under the RESET test statistic, the alternative model involves a
higher-order polynomial to represent a di®erent functional form; in the present context we
computed the RESET test considering an alternative model with a quadratic and a cubic
term under the null of linearity. The RESET test statistic is distributed as A2(q) with
q equal to the number of higher-order terms in the alternative model. Panel b): The
BDS test statistic tests the null hypothesis that a series is iid against the alternative of a
realization from an unspeci” ed nonlinear process (see footnote 15). The critical values, from
the normal distribution, are 1:960 and 2:576 at the ~ve percent and one percent nominal
levels of signi” cance respectively. For both RESET tests and BDS tests, we report p-values;
p-values lower than equal to zero at the 8th decimal point are reported as 0.
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Table 5. Likelihood ratio tests

LR1 LR2

Bivariate VECM for S&P 500 © 23949 a 1

9:70 £1014 1
Bivariate VECM for NIKKEI 225 o 22292 a 1

9:29 £10142 1
Bivariate VECM for FTSE 100 © 15568 a 1

1:47 £10126 1
Multivariate VECM (all indices) o 176595 a 165832 a

7:11 £ 101110

9:38 £101%

Notes: Figures in braces denote p j values.

LR1 is the likelihood ratio test where the

model is not identi ed under the null due to the existence of nuisance parameters. In
this case it tests the null hypothesis of a linear VECM against the alternative hypothesis
of an MSIH-VECM with two regimes. LR2 is the likelihood ratio test calculated to test
the restrictions in (10). LR2 is distributed as A% (g) where g is the number of restrictions

imposed.

Table 6. In-sample performance: coezcients of determination, R? and R’

VECM (13) VECM (14)

MSIH-VECM (15)

MSIH-VECM (16)

RZ
S&P 500 f¢ 0.038 0.045 0.103 0.660
S&P 500 s¢ 0.022 0.029 0.102 0.649
NIKKEI 225 f;  0.007 0.024 0.018 0.503
NIKKEI 225 s; 0.006 0.022 0.019 0.454
FTSE 100 f¢ 0.011 0.036 0.044 0.550
FTSE 100 s¢ 0.004 0.032 0.034 0.553

—2
S&P 500 f 0.037 0.038 0.100 0.260
S&P 500 s¢ 0.021 0.025 0.098 0.256
NIKKEI 225 f;  0.007 0.020 0.017 0.198
NIKKEI 225s; 0.006 0.018 0.018 0.179
FTSE 100 f; 0.011 0.030 0.043 0.217
FTSE 100 s¢ 0.004 0.028 0.033 0.218

Notes: R? and Ez are the coezcient of determination and the adjusted coe=cient
of determination respectively. The adjusted coetcient of determination is calculated as
Krolzig (1997, p. 133-4).
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Table 7. Out-of-sample performance: point forecasting

Panel a) R? out of sample, mean absolute error and mean square error

VECM (13) VECM (14) MSIH-VECM (15) MSIH-VECM (16)

S&P 500

R2,  0.02297 0.03263 0.03475 0.15624

MAE 9.83£10i® 9.85£10i3 9.93£1073 9.62£101 3

MSE 148£10i4 1.50£10i4 1.53£10i4 1.47£10i 4
NIKKEI 225

R2,  0.00688 0.02867 0.01077 0.19867

MAE 9.01£10i® 8.63£10i3 9.06£1073 9.21£10i 3

MSE 117£10i%  1.07£10i% 1.17£1074 1.36£1014
FTSE 100

R2,  0.00744 0.03102 0.01165 0.15827

MAE 7.99£10i%*  7.70£10i3 7.92£1073 8.27£10i 3

MSE  1.01£10i*  1.01£10i% 9.95£1015 1.07£1014

Panel b) Diebold-Mariano test

MSIH iVECM(16) MSIHiVECM(16) MSIH jVECM(16)

V ECM (13) VECM (14) MSIH jV ECM(15)

S&P 500

MAE 0.65134 0.61190 0.48856

MSE 0.74570 0.94730 0.81491

NIKKEI 225

MAE 0.66788 0.33101 0.75752

MSE 0.15895 0.07743 0.14197
FTSE 100

MAE 0.35726 0.09708 0.24916

MSE 0.37056 0.46857 0.29550

Notes: Panel a): R2  is the out-of-sample coexcient of determination calculated as
Sut = ¥p =% where % is the variance of the forecast obtained by model i and %7 is
the variance of the forecasted variable. MAE and MSE denote the mean absolute error
and the mean square error respectively. Panel b): Figures are p jvalues from executing
Diebold-Mariano (1995) test statistics for the null hypothesis that the two competing models
i and j have equal point forecast accuracy; modeIJ: denotes that the two competing models
being tested under the Diebold-Mariano statistic are model i and model j. The spectral
density of the loss di®erential function at frequency zero P(O) is estimated using the optimal
truncation lag according to the AR(1) Andrews’s (1991) rule. The p j values were calculated

by bootstrap methods using a variant of the procedure suggested by Kilian (1999).

RZ
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Table 8. Absolute di®erences in moments

VECM (13) VECM (14) MSIH-VECM (15) MSIH-VECM (16)

S&P 500
1, 1.12£10i%  3.73£1014 5.49£10i% 1.03£104
1, 1.38£10i% 1.36£1014 1.36£10i% 1.19£104
1, 1.28£10i7 1.27£1017 1.26£10i7 2.46£1017
1, 5.41£10i% 540£1014 5.40£10i8 5.13£1018
NIKKEI 225
1, 2.83£10i% 7.81£1014 2.88£10i3 3.79£1013
1, 1.08£10i* 1.05£1014 1.07£10i% 8.73£1015
1, 2.53£10i7 2.55£1017 2.51£10i7 3.05£1017
1, 2.90£10i%  2.90£10i8 2.90£10i8 2.72£1018
FTSE 100
1, 9.98£10i*  1.05£101° 1.04£10i3 4.50£101°
1, 9.99£101% 9.75£10i1° 9.95£101° 9.48£1015
1, 6.31£10i7 6.33£1017 6.29£1017 6.25£1017
1, 3.30£101% 3.30£10i8 3.30£1018 3.27£1018

Notes: *,, 1,, 1., 1, are the absolute di®erences between the means, variances, third
and fourth central moments of the estimated (linear and nonlinear) VECM models and the
corresponding moments of actual data.

Table 9. Out-of-sample performance: density forecasting

MSIHjVECM(16) MSIHjVECM(16) MSIH jVECM(16)

V ECM (13) VECM (14) MSIH jV ECM(15)
S&P 500

4.8194 | . 43%6 | ¢ 3.9948

1:43 £10i° 1:09 £10i5 6:47 £103 5
NIKKEI 225

5.6034 | . 209%7 | ¢ 5.4505

2:10 £10i8 3:60£10i2 5:02 £10i 8
FTSE 100

4.7508 | . 18190 ¢ 42505

2:02 £10i6 6:89£10i2 2:04 £10i 5

Notes: Figures denote the “-test statistic for equal density forecast accuracy and corre-
sponding p j values (in brackets), constructed as described in the text. The null hypothesis
is that the two competing models i and j have equal density forecast accuracy; ﬂﬁf{—} de-
notes that the two competing models being tested under the “-test statistic are model i
and model j. The integrated square di®erences were calculated using the Gaussian kernel
estimator and setting the smoothing parameter according to the Silverman’s (1986) rule.
The number of bootstrap replications B = 100: The test is distributed as N (0; 1) under the

null (see Appendix B).
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A The transition matrix of the MSIH-VECM

In Section 2.2 we mentioned that the underlying regime-generating process is assumed to
be an ergodic Markov chain with a “nite number of states z; 2 f1;::: ; Mg governed by the
transition probabilities pi; = Pr(z¢ = jj z¢;1 = i), and J["':lpij =18i;j 2 fl;:::;Mg. If
we move from the perspective of a single system of variables (i.e. futures and spot returns
in a single stock market) towards a model where several systems of variables are jointly
considered (i.e. non-separation is explicitly considered, MSIH-VECM (16)), we need to
specify the joint process governing the transitional dynamics of the whole system. De ne
zgP,zN¥ and zFT  the unobserved variable governing the transitional dynamics of the S&P
500, NIKKEI 255 and FTSE 100 indices respectively, and assume M = 2.

In order to achieve greater °exibility, at the cost of a high computational burden, we
make no assumption about the relationship between the shifts occurring in the three markets
examined, so that zg would be an outcome of a Markov chain with transition probabilities
p?j where z} is independent of z;* with A & A for any t. In order to analyze the whole
dynamics of the MSIH-VECM (16) we construct the following latent variable

»e = 1 if 2P =1,z =1landzfT =1
»e = 2 if 2P =2,z =1landzfT =1
»e = 3 if 2P =1z =2andzfT =1
» = 4 if z2P =2, zN=2andzf" =1
»e = 5 if z2P =1, zM =1andzf" =2
» = 6 if z2P =2, zM =1andzfT =2
» = 7 ifz2P =1,z =2andzfT =2
»e = 8 if z2F =2,z =2andzfT =2 (A1)

Under this formalization the latent variable »; governing the transitional dynamics of
the whole system MSIH-VECM (16) follows an 8-state Markov chain whose transition prob-
abilities can be easily calculated from the probabilities of the chain governing z&%, zZNK and
zFT. For example:

- - ¢ - ¢
Prive=1pgi=1 = Prizf? =1jzfP =1 tPr MK = 1jzNK =1 ¢
Pr'zfT = 1jzfT, =
=PI Pu P (A2)

B The “-test for equal density forecast accuracy

This appendix brie°y outlines the derivation of the “-test statistic for the null hyeothesis
of equal density forecast accuracy. Consider two series of forecasts, say fip¢g,2, and

betgzil, obtained from two competing models, say M; and M,. Let f (y) be the probability
density function of the variable y; over the period t = 1;::;; T, and g; (y) and g (y) be the
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probability density functions of the two forecast series ﬂz;ltgtT:ll and prthil respectively.30
Assume that T (y), g1 (y) and g, (y) are associated with distribution functions F, G; and
G, respectively, and F, G; and G, are absolutely continuous with respect to the Lesbegue
measure in RP.

We are interested in testing the null hypothesis of equidistance of the probability densities
01 (v) and gz (y) from f (y), that is

Ho : dist[f (y) ; 91 (y)] = dist[f (y); 02 (V] (B1)

where the operator dist denotes a generic measure of distance:
A common measure of global closeness between two functions is the integrated square
di®erence (ISD) (e.g. see Pagan and Ullah, 1999):

z
ISD="[A() i ° () dx; (B2)

where A (¢) and ° (¢) denote probability density functions; ISD _ 0, and I1SD = 0 only if
A(x) =° (x). Using (B2) we can rewrite the null hypothesis Ho in (B1) as follows:

Z Z
Ho @ [FO)igaPPdy=[F(y)ig2()°dy
ISD; j ISD, =0: (B3)

Under (B3) the null hypothesis of equal density forecast accuracy of models M; and M5 is
written as the null hypothesis of equality of two integrated square di®erences or, equivalently,
as the null hypothesis that the di®erence between two integrated square di®erences is zero.

With observations fytgtT:1 , ﬂaltgthl and sz>2tgtT:1 we can consistently estimate the
unknown functions f (y), g1 (y) and g, (y) using kernel estimation to obtain:

Py) = — K = (B4)
i=1
1 uyli iy
hy) = T K h (B5)
. i=1 “y- yT[
Q) = 7 K ZH (B6)

where K (t) is the kernel function and h is the smoothing parameter. Using (B4)-(B6) we
can then obtain a consistent estimate of the integrated square di®erences 1SD; and ISD».
De ned=I1Sb; j 1Sb, as the estimated relative distance between the probability density
functions. In order to test for the statistical signi cance of d, the next step is to calculate
a con dence interval for d.

30For simplicity and for clarity of exposition, throughout this section, we consider the case where T = T2 =
T, although the results derived below can be easily extended to the more general case where T, & T, & T.
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n o N _of n

] . Or
In the spirit of the analysis of Hall (1992), de ne y! K w, v as the
i=

i=1’ i=1

j i th resample of the original data fy.g,_,, f#1¢9;_,, Tx0;_,, drawn randomly with re-

placement. From these resamples it is possible to obtain consistent bootstrap estimates of

the density functions #i (y), %’ (ya)ég)_;j(y) and, consequently, of di = IG[)J1 i I@bjz.
Consider a sample path d i=1 where B is the number of bootstrap replications.

Under general conditions®?, we have:

p—i- ¢ i .t
B'dir ;% N'o:u? (B7)
where
- X XE i
d=3 o =3 Isb, i 1sb, (B8)
j=1 j=1

is the average di®erence of the estimated distances over B bootstrap replications. Because
in large samples the average di®erence d is approximately normally distributed with mean
1 and variance %2=B, the large sample statistic for testing the null hypothesis that models
M, and M, have equal density forecast accuracy is:

== i N (©0;1); (B9)
&

where % is a consistent estimate of %2, 32

As mentioned in the main text, this test statistic may be seen as the analogue of the test
of Diebold and Mariano (1995) in the context of density forecasting. Sarno and Valente
(2001), using Monte Carlo methods designed to investigate the size and power properties of
this test statistic, show that the “-test has satisfactory empirical size and power properties
in “nite sample in a variety of circumstances with a number of boostrap replications equal
to 100 or so.

315ee Kendall and Stuart (1976, Ch. 11).
320n the consistency of the bootstrap estimates of %2 in this context see Hall (1992) and Mammen (1992).
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