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Abstract

This paper examines the robustness of the determinants of economic growth in cross-country regressions allowing for nonlinearity in the specification of the data generating process. The nonlinearity is modelled as regime-dependent parameter heterogeneity, where the regime is determined by the level of the explanatory variable whose robustness we aim to measure. Using a generalization of the procedure in Sala-i-Martin (American Economic Review, 1997), strong evidence of nonlinearity is found for practically all of the variables that are robustly correlated to growth in the linear setting, including those variables which are usually included in most cross-country growth regressions.
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1 Introduction

Since the influential contributions of Kormendi and Meguire (1985) and Barro (1991), the use of cross-country regressions in order to identify variables that are robustly (partially) correlated to growth of GDP per-capita has become a fundamental part of the empirical agenda in economic growth theory.\(^1\)

The fairly general setting provided by the Solow-Swan model of economic growth leaves the empirical researcher with a great deal of freedom in modelling the relatively abstract concept of technological progress. The ever-growing literature on empirics of economic growth has used an incredibly vast amount of economic, social and political variables with the aim of finding robust determinants of GDP per-capita growth. Durlauf and Quah (1999), for instance, name more than eighty variables that have been included at least once in a cross-country growth regression.

The discussion on robustness and model selection on cross-country growth regressions gained momentum after the seminal contribution of Levine and Renelt (1992).\(^2\) Levine and Renelt (1992) applied Leamer (1983)’s extreme bounds analysis to check the robustness of the determinants of long-run growth to changes in the information set that the researcher conditions upon when obtaining estimates of the partial correlation. The analysis concluded that practically no variable among those used by Kormendi and Meguire (1985) and Barro (1991) is robustly correlated with average GDP per capita growth.

Sala-i-Martin (1997a, 1997b), however, considers that the robustness test implied by extreme bounds analysis is too strong for any variable to pass it in the framework of empirical growth research, and proposes analyzing the entire distribution of estimates of the partial correlation of a given variable and long-run growth. Adopting such an approach, Sala-i-Martin (1997a, 1997b) attaches a “confidence level” (in terms of the probability mass lying on one side of zero in the empirical distribution of the estimate of the partial correlation) to each variable, and interprets those variables with a confidence

\(^{1}\)See Durlauf and Quah (1999) and Temple (1999) for extensive surveys on the empirics of economic growth.

\(^{2}\)For an excellent survey and literature review on the subject of model uncertainty in cross-country growth regressions, see Temple (2000).
level of 95% or more as robustly correlated with long-run growth. Using this method, the conclusion is that there exists a considerable number of economic, political and demographic variables that are actually (partially) correlated to growth in a robust fashion.

Alternatively, Bayesian methods have been used by Doppelhofer, Miller and Sala-i-Martin (2000) and Fernández, Ley and Steel (2001) to assess the robustness of explanatory variables in cross-country growth regressions. While Fernández, Ley and Steel (2001) use Bayesian Model Averaging techniques to assess model uncertainty in cross-country regressions, Doppelhofer, Miller and Sala-i-Martin (2000) introduce an alternative approach, Bayesian Averaging of Classical Estimates, that builds upon Bayesian Model Averaging without needing to specify prior distributions for all parameters in the econometric specification. In both cases the results are in line with Sala-i-Martin (1997a, 1997b), indicating that there are some variables which are robust explanatory factors for economic growth.

This paper studies the robustness of explanatory variables in cross-country growth regressions allowing for level-dependent parameter heterogeneity, which implies that the partial correlation between economic growth and the variable of interest could be different for low and high values of the explanatory variable. Using a methodology based on the threshold estimation and testing methodology (see e.g. Hansen (1996), or Hansen (2000)), this framework allows to draw conclusions on two different issues. On the one hand, given that the nonlinearity can be tested using the method put forward by Hansen (1996), it sheds a light on the evidence of nonlinearities in cross-country growth regressions. On the other hand, it offers a generalization of the results in Sala-i-Martin (1997a, 1997b), as the econometric exercise allows for testing the robustness of the determinants of growth in subsamples of the data once that the linearity hypothesis has been rejected. The results provide overwhelming evidence for nonlinearity in the relationship between the explanatory variables that have usually been found robust in cross-country studies and economic growth. Furthermore, the set of robust determinants of long-run growth is enhanced by identifying variables that appear robustly correlated with GDP per capita growth in a subsample of the original dataset for nonlinear specifications that are supported by the data.

Several studies have provided evidence on parameter heterogeneity and
multiple regimes in cross country growth regressions (see e.g. Durlauf and Johnson (1995), Durlauf, Kourtellos and Minkin (2001), Masanjala and Papageorgiou (2002) or Papageorgiou (2002)), and different theoretical interpretations have been given to the finding. Although this paper will abstract from systematically interpreting the results under the light of economic theory, there exist theoretical models that deliver multiple steady states (e.g. Azariadis and Drazen (1990)) and explicitly model nonlinearities in the aggregate production function (e.g. Masanjala and Papageorgiou (2002)). This streams of literature can convincingly explain the existence of nonlinearities (in the form of parameter heterogeneity) in cross-country regressions.

The paper is organized as follows. Section two presents the robustness exercise, which is a generalization of the approach in Sala-i-Martin (1997a, 1997b) allowing for piecewise-linearity in the specification of the growth equation. Section three reports the results of the robustness analysis, and these are commented in section four. Section five concludes.

2 The econometric setting

The robustness experiment will be carried out using a similar setting and similar data as Sala-i-Martin (1997a, 1997b). The dataset used in this study contains information on average GDP per capita growth and economic, political and demographic variables for 138 countries in the period 1960-1990.\(^3\) A typical, linear specification of a cross-country growth regression in the robustness exercise is given by

\[
\Delta y_i = \beta_0 + \sum_{j=1}^{f} \beta_j x_{j,i} + \gamma z_i + \sum_{j=1}^{m} \phi_{j} v_{j,i} + \epsilon_i, \tag{1}
\]

where \(\Delta y\) is the average growth rate of GDP per-capita in the period 1960-90, \(x_1, \ldots, x_f\) are fixed growth variables that appear in all regressions in the experiment, \(z\) is the variable of interest, whose robustness we are interested in measuring, \(v_1, \ldots, v_m\) are variables chosen from the pool of remaining variables, \(X \setminus \{x_1, \ldots, x_f, z\}\), and \(\epsilon_i\) is assumed to be white noise with constant variance \(\sigma^2\).

\(^3\)For the original source and information on the variables, see the appendix.
The alternative, nonlinear specification is given by

\[ \Delta y_i = \beta_0^k + \sum_{j=1}^{f} \beta_j^k x_{j,i} + \gamma^k z_i + \sum_{j=1}^{m} \phi_j^k v_{j,i} + \epsilon_i^k, \]  

(2)

that is, the specification is piecewise-linear, and the regime \( k \) is postulated to depend upon the level of the variable whose robustness we are testing,\(^4\)

\[ k = \begin{cases} 
1 & \text{if } z_i \leq \mu, \\
2 & \text{if } z_i > \mu. 
\end{cases} \]  

(3)

In a given replication of the experiment, when evaluating the robustness and potential nonlinearity of variable \( z \), equation (1) and its nonlinear counterpart, (2)-(3) are estimated for a given combination of variables \( \{v_1, \ldots, v_m\} \). The estimator of \( \mu \) in (2)-(3) is given by

\[ \hat{\mu} = \arg\min_z \{ \sum \hat{\epsilon}(z)^2 \}, \]

that is, the value of \( z \) that minimizes the sum of squared residuals in the nonlinear regression (2)-(3). The estimator \( \hat{\mu} \) is sought among the actually realized values of \( z \), after trimming the extremes of the distribution for obvious identification reasons,\(^5\) Once an estimator for \( \mu \) has been found, (2)-(3) can be estimated by OLS in a straightforward manner.

The problem of testing for threshold-nonlinearity of the type presented above has been widely discussed recently in the econometric literature. The intuition of the test for linearity is extremely simple: just test the null hypothesis of parameter equality across regimes against the alternative that at least one of the parameters differs between regime 1 and regime 2. The technical difficulty is posed by the fact that, given that the parameter \( \mu \) is only identified under the alternative hypothesis of nonlinearity, standard

---

\(^4\)The analysis carried out will limit the number of regimes to two. Allowing for more regimes implies repeating the exercise for the subsamples in which the threshold divides the full sample. Given the number of observations in the dataset used and the fact that finding a single significant threshold - in the sense of rejection of the null hypothesis of linearity - already implies evidence of nonlinearity, the analysis concentrates on piecewise linear models with a single kink.

\(^5\)For the properties of this estimator, see e.g. Chan (1993).
probability distributions cannot be used in order to evaluate the corresponding likelihood ratio test statistic. Hansen (1996, 2000) proposes a bootstrap procedure for testing the null of linearity against piecewise-linearity of the threshold type. The procedure can be summarized as follows: using the estimated linear relationship (1), artificial data on the dependent variable (real GDP per-capita growth) is simulated and both a linear and a piecewise linear model with the estimated threshold are fitted to the simulated sample. The corresponding likelihood ratio test statistic for the test of parameter equality across regimes is computed and the procedure is repeated a large number of times, leading to an approximate distribution of the test statistic under the null of linearity. The percentage of replicated test statistics that exceed the original value of the test statistic computed with real data is thus the p-value of the linearity test.

The threshold estimation and linearity testing procedure described above will be used in the modelling exercise in order to quantify the significance of the potential deviation from linearity of the data given the postulated linear relationship (1). The exercise is carried out in the following steps: For a given variable of interest, \( z \), and a set \( \{v_1, \ldots, v_m\} \) from the pool of remaining variables, specification (1) is estimated, as well as the nonlinear specification (2)-(3). The estimated parameters corresponding to variable \( z \) in the linear specification (\( \hat{\gamma} \)) and in the nonlinear specification (\( \hat{\gamma}^i \), \( i = 1, 2 \)) are stored, together with their estimated variances (\( \hat{\sigma}_{\hat{\gamma}_i}^2 \), \( \hat{\sigma}_{\hat{\gamma}_1}^2 \) and \( \hat{\sigma}_{\hat{\gamma}_2}^2 \), respectively). For this specification of the cross-country growth regression the bootstrap testing procedure for linearity is carried out, and the resulting p-value is stored. The procedure is then repeated for another combination of \( \{v_1, \ldots, v_m\} \) variables, until all possible combinations are tried out. The resulting (average) estimate of \( \gamma \) is the average value of \( \hat{\gamma} \) across all replications of the experiment, and the (average) estimate of \( \hat{\sigma}_\gamma^2 \) is the average value of \( \hat{\sigma}_\gamma^2 \).

As in Sala-i-Martin (1997a, 1997b), if we assume that the average estimator of \( \gamma \) is normally distributed, the significance level attached to variable \( z \) is then the probability mass to the right (left) of zero in a normal distribution centered around the average estimate of \( \gamma \) with variance equal to the average variance computed. The same applies for the regime-dependent estimates.\(^6\)

\(^6\)There are no significant qualitative differences in the conclusions if the empirical distribution of parameter estimates is used instead of the normal distribution, so the results
3 Nonlinearity and cross-country regressions

In order to make the results comparable to those of Sala-i-Martin (1997a, 1997b), the same fixed variables as in that study were used in each specification, namely “Life expectancy in 1960”, “Primary school enrollment rate in 1960” and “Initial GDP per-capita in 1960”.\(^7\) Due to the computational load involved in the threshold estimation and testing procedure of the experiment, the number of additional variables in the cross-country regressions (the vs in the specifications above) was set to two, and 500 replications were used in order to compute the bootstrap p-value for each specification.\(^8\) For the estimation of the threshold parameter, \(\mu\), 25\% of the empirical distribution of \(z\) was trimmed in each extreme, so that the search was done in the central 50\% mass of the distribution of \(z\) in each round. Dummy variables and variables whose values are not spread enough across countries as to lead to statistically meaningful results were excluded from the pool of \(z\) variables, but all were included as additional variables in all regressions. The total number of tested variables is 48, including the three fixed variables. When a fixed variable was analyzed, the other two were kept as fixed in all regressions.

In Table 1 the results based on the average (non-weighted) estimators are presented, while Table 2 contains the results for the weighted estimators, where each regression is weighted using the likelihood of the estimated model over the sum of the likelihoods of all estimated cross-country regressions for the variable studied. The weighting scheme, similar to the one used in Sala-i-Martin (1997a, 1997b), aims at giving more importance to those models that fit the data better in terms of sum of squared residuals. Doppelhofer, Miller and Sala-i-Martin (2000) show that this weighting scheme results as a

\(^7\)In order to avoid the potential endogeneity problem attached to the use of investment as an explanatory variable in cross-country growth regressions, given the fact that the estimation will be carried out using OLS, the specification without investment as a fixed variable was used.

\(^8\)The average number of cross-country regressions estimated for each variable is around 1550. For each one of these cross-country regressions 500 bootstrap replications were computed, each one involving the estimation of a linear and a nonlinear specification. This implies that approximately 1,550,000 estimated regressions are hidden behind each row of Table 1 and 2. As 48 variables were analyzed, around 74,400,000 cross-country regressions were actually needed for the results.
limiting case of Bayesian model averaging with diffuse priors

After the name of the variable studied (see the appendix for the description and source of each variable), the first three columns of Table 1 and 2 show the average estimate of the corresponding parameter ($\hat{\gamma}$), the standard deviation (square root of the average estimate of the variance of $\hat{\gamma}$) of the estimate ($\hat{\sigma}_\gamma^2$) and the corresponding probability mass to the left of zero (right of zero if $\hat{\gamma} < 0$) in a normal distribution centered around $\hat{\gamma}$ with variance $\hat{\sigma}_\gamma^2$. The following six columns report the same statistics for the “low regime” ($z_i \leq \hat{\mu}$) and “high regime” ($z_i > \hat{\mu}$) estimates, $\hat{\gamma}_1$ and $\hat{\gamma}_2$. The average estimated threshold is reported in the tenth column. The average p-value in the linearity test and the proportion of cross country regressions in which linearity was rejected at 5% or less appear in column eleven and twelve, respectively. The variables are ordered according to their significance level in the linear specification, and a horizontal line divides the variables which are significant at a 5% level (in the linear specification) from the rest of the variables.

Despite the fact that this study uses one variable less in the set of explanatory variables for GDP per-capita growth, the variables that appear robustly related to growth in the linear setting are essentially the same as in Sala-i-Martin (1997a, 1997b). The only exceptions are “Revolutions and coups” and “Fraction of GDP in Mining”, which are 5%-significant in the weighted results of Sala-i-Martin (1997a, 1997b), but do not achieve such significance level in the analysis performed with two additional variables instead of three. These are precisely the two variables for which Sala-i-Martin (1997a, 1997b) reports substantially different significance levels depending on whether the likelihood-weighting scheme is used or not, which highlights the fact that their robustness could be due to the high weight of some specification for the case with three additional variables as regressors.

The results concerning the average p-value in the linearity tests are considerably striking: for the weighted case 15 out of the 19 variables that appear robust in the linear specification have an average p-value lower than 5%, and all except for one (“Degree of Capitalism”) reject the null of linearity at 10%.

Note that the threshold estimate is not asymptotically normally distributed (see Chan, 1993). Results on the variance of the estimates of $\mu$ in the exercise are available from the author upon request.
using the average p-value. Furthermore, 11 out of the 19 variables reject linearity at a 5% significance level in more than 80% of the cross-country regressions estimated. For the non-weighted results, also all robust variables in the linear specification except for “Degree of Capitalism” have an average p-value lower than 10%, and 12 of them have an average p-value smaller than 5%. Of the remaining variables, there are 7 in the non-weighted setting and 15 in the weighted case with an average p-value smaller than 5% in the linearity test.

Apart from the variables that appear robust in the linear exercise there are certain variables which, not being labelled as “robust” in the linear setting, have a p-value smaller than 5% in the linearity test and appear robust in at least one of the two regimes. For the weighted setting there are 5 such variables: “Black market premium”, “Free trade openness”, “Defense spending share”, “Urbanization Rate in 1960” and “Higher education enrollment in 1960”. For the unweighted scheme, none of the variables that are not robust in the linear specification show (95%) robustness in the nonlinear setting, although two of them (“Ethnolinguistic fractionalization” and “Governmental education spending share”) are 90% robust in at least one of the two regimes.

4 Multiple regimes and the determinants of economic growth

This section reexamines the nature of the relationship between economic growth and the set of robust determinants when allowing for nonlinearity.\footnote{In order to allow comparisons in a straightforward manner, the grouping resembles that of Sala-i-Martin (1997a, 1997b).} Table 3 summarizes the results by dividing those variables which cause significant nonlinearity into two broad groups. Table 3 summarizes the variables that reject linearity using the average p-value but whose parameters in the upper and lower regime are either not significantly different from zero (in both regimes), or not significantly different from each other. This type of nonlinearity is labelled “conditioning nonlinearity”, and implies that the level of the variable causing the nonlinearity could be correlated to the parameters corresponding to other variables in the cross-country regression. Table 4 presents the variables presenting level-dependent parameter heterogeneity.
(those variables where linearity is rejected using the average p-value, and the parameters of the two regimes are significantly different from each other, with at least one of them robust).\textsuperscript{11}

Fixed variables and initial values

There is strong evidence of nonlinearity induced by the “Initial GDP per-capita” variable in the weighted scheme, although the corresponding (robust) parameters are not significantly unequal across regimes. The nonlinearity induced by the initial level of development seems to affect, thus, the parameters corresponding to other variables in the postulated cross-country regressions. A similar result emerges for all human capital variables measured in the initial period (“Primary school enrollment in 1960”, “Average years of primary school in 1960”, “Secondary school enrollment in 1960”, “Average years of secondary school in 1960” “Higher education enrollment in 1960”, “Average years of higher education in 1960” “Average years of schooling in 1960” and “Average years of schooling × Initial GDP per-capita”) and for “Life Expectancy in 1960” and “Urban population in 1960”. The results for the variable “Higher education enrollment in 1960” in the weighted scheme give an interesting insight to the extent to which results concerning the value of the parameter associated to an exogenous variable in a cross-country growth regression may depend upon the level of the variable in consideration. In the linear setting the average value of the parameter associated to “Higher education enrollment in 1960” is, in absolute value, more than four thousand times smaller than the “low regime” parameter in the nonlinear alternative. Furthermore, this parameter is highly robust in the nonlinear specification (for the low regime), but not robust in the linear setting. Initial conditions seem thus to play a highly important role in determining the appropriate statistical model describing GDP per-capita growth. Evidence concerning nonlinearities in the relationship between initial GDP levels and average growth can be found in Durlauf and Johnson (1995), Masanjala and Papageorgiou (2002) and Hansen (2000). The initial literacy rate (potentially highly correlated with our variable “Primary school enrollment in 1960”) also appears as an adequate threshold variable in Hansen (2000).

\textsuperscript{11}The results for most of the variables coincide for the weighted and unweighted scheme. Table 3 and 4 present the evidence for the weighted scheme for those variables for the cases where both approaches differ.
Political variables

The variable “Political Rights” (notice that higher values of this variable imply less political rights) appears robustly (negatively) correlated to growth exclusively in the upper regime - that is, for countries with relatively less political rights -, and the absolute value of the estimated parameter in this case is more than twice the value of the estimate in the linear setting. On the other hand, the “Rule of Law” variable appears robust only for the lower regime when the weighting scheme is used, while the non-weighted scheme renders the parameters in both regimes not significantly different. Given the strong evidence of nonlinearity for this variable, the result concerning the unweighted setting seems to point towards the fact that the level-dependent parameter heterogeneity caused by this political variable could have an effect in the interaction of other variables with economic growth. A similar result emerges in the case of “Civil liberties”. While the extent of development of political rights seems to be able to partly explain (robustly) cross-country differences in growth rates of GDP per-capita only for the subgroup of countries with lower levels of democracy, the overall level of political development seems to play a fundamental role in the effect that other variables have in economic growth.

Religious variables

The positive partial correlation often found between rates of economic growth and the fraction of population of muslim religion appears robust only for countries with a relatively high proportion of muslim population (the average estimated threshold is around 10%), while the level of catholic population seems to have an effect on the effect of other variables on growth (linearity is strongly rejected, but the corresponding parameter is not robust in any of the two regimes). The proportion of protestants, however, appears robustly and linearly correlated to growth performance.

12Barro (1996, 1997) reports also evidence of this type of nonlinearity.
13Temple (2000) comments on the potential correlation between measures of political instability and other parameters in cross-country growth regressions. This result seems to show evidence in this direction.
Market distortion variables

The negative partial correlation between the standard deviation of the black market premium and economic growth appears robust only for the upper regime. Low levels of variation in the black market premium do not present a robust correlation with growth. Exchange rate distortions, however, seem to induce parameter heterogeneity in the relationship of other variables with growth. The (weighted) results using the nonlinear specification find also a robust, level-dependent relationship between the black market premium level and economic growth: while for low levels of black market premium there is a positive partial correlation, it reverts its effect in the upper regime. The average weighted threshold estimate divides the sample in two samples with remarkable different sizes, with only 29 countries in the upper regime.

Investment variables

The evidence of nonlinearity when using both equipment and non-equipment investment as a threshold variable is overwhelming: practically all regressions performed rejected the null of linearity at a 5% significance level. The nonlinearity induced by equipment investment levels, however, seems to affect other parameters in the specification, while the robust positive partial correlation between growth and non-equipment investment found for the lower regime turns negative (and 90% robust) in the upper regime in the weighted scheme. For the unweighted results, the parameter corresponding to the upper regime is not significantly different from zero.

Primary sector variables

The negative parameter corresponding to the variable “Fraction of primary products in total exports” is substantially higher in absolute value in the upper regime, giving evidence of an overproportionally worse average growth performance, ceteris paribus, of countries with a higher proportion of primary exports.

Trade-related variables

The results concerning the relationship between openness and growth indicate that the positive effects of trade on growth are only visible after a
certain level of openness is reached. Both for the variables “Number of years open economy” and “Free trade openness”, the positive robust correlation is only present in the upper regime. The variable “Tariff restrictions” seems to induce non-linearity as well in other parameters of the cross-country regressions. Recently Papageorgiou (2002), using similar methods to the ones in this study, finds evidence concerning the fact that sets of countries with different openness levels tend to differ in the statistical model relating economic growth to other economic variables.

Ethnolinguistic variables

There is evidence of parameter heterogeneity induced by the level of ethnolinguistic fractionalization, although the variable itself does not appear robustly related to economic growth in any of the two estimated regimes.

Inflation-related variables

The fact that the partial correlation between economic growth and inflation level could be of a nonlinear nature in the sense that it depends on the level of inflation has been already suggested by Barro (1995) and Khan and Senhadji (2001). There is no evidence in the data used in this study concerning such a form of non-linearity, but the standard deviation of the inflation rate does seem to induce different statistical models as a threshold variable.

Public spending variables

The results present evidence concerning the fact that the level of government consumption, as measured by the variable “Public consumption share” induces parameter heterogeneity through its interaction with other variables. A similar conclusion can be drawn from the variable “Government education spending share”. The results for the variable “Defense spending as % of GDP” are relatively striking: in the unweighted setting, the linear specification cannot be rejected at the 5% significance level using the average p-value, and the variable is very close to (95%) robustness. The (average) parameter of “Defense spending as % of GDP” in the linear, unweighted framework is positive, indicating that higher levels of defense expenditure tend to be associated to better growth performance. However, in the unweighted setting
the results are very different: linearity can be rejected and a robust negative relationship with growth appears for low levels of defense expenditure (with respect to the threshold). The absolute value of the parameter is more than eighty times higher than the average estimate in the linear setting.

5 Conclusions

This paper performed a robustness analysis of the determinants of long-run economic growth allowing for nonlinearity in the relationship between the explanatory variables and the average growth rate of GDP per capita. Using threshold modelling techniques, the results present evidence of nonlinearity in most of the variables that appear robustly correlated to economic growth in a linear setting. The results enhance and complement previous studies which, using a more theory-driven modelling strategy, also find evidence of parameter heterogeneity in cross-country regressions (Durlauf and Johnson (1995), Papageorgiou (2002) or Masanjala and Papageorgiou (2002), just to name a few). The overwhelming evidence concerning parameter heterogeneity in cross-country growth regressions presented in this paper suggests that theoretical models that incorporate a source of nonlinearity will be able to replicate better the empirical facts of the process of economic growth in the last decades.
References


Appendix: Data sources

FRAC: Ethnolinguistic Fractionalization (probability that two randomly chosen people in a country do not speak the same language). Easterly and Levine (1997).
LLY1: Liquid Liabilities to GDP. King and Levine (1993).

OTHRAC: Fraction of population able to speak a foreign language. Sala-i-Martin (1997a).


YRSOPEN: Number of Years Open Economy. Sachs and Warner (1996).
<table>
<thead>
<tr>
<th>Var_Name</th>
<th>Value</th>
<th>pval</th>
<th>%significant</th>
<th>%total_tests</th>
</tr>
</thead>
</table>

Table 1: Non-weighted results
| Var | $\beta$ | $\sigma_x$ | $P(\bar{y} | J)$ | $P(\bar{y} | J^+)$ | $\frac{\sigma_{y \cdot 2}}{\sigma_{y \cdot 2}^2}$ | $P(\bar{y} | k)$ | $\bar{y}$ | %total Variance |
|-----|--------|----------|----------------|----------------|------------------------|-------------|--------|----------------|
| GIDPSH60 | 0.014504 | 0.02406 | 0.000000 | -0.015752 | 0.003544 | 0.005593 | -0.018714 | 0.000805 | 1.000000 | 5.407322 | 0.000004 | 0.634828 |
| EQINV | 0.280464 | 0.044724 | 0.000000 | 0.164736 | 0.100921 | 0.048604 | -0.006155 | 0.006506 | 0.025780 | 0.048782 | 0.000002 | 0.093485 |
| YetOptem | 0.21657 | 0.004454 | 0.000000 | 0.016316 | 0.286956 | 0.241804 | 0.010782 | 0.086771 | 0.365357 | 0.001600 | 0.281318 |
| RUPUS | 0.252801 | 0.005203 | 0.000000 | 0.073533 | 0.155726 | 0.782029 | 0.016083 | -0.003487 | 0.002917 | 0.235281 |
| LIFERFED60 | 0.000876 | 0.000345 | 0.000000 | 0.000354 | 0.000519 | 0.000010 | 0.006105 | 0.000005 | 0.000005 | 0.135000 | 0.000004 | 0.068555 |
| PqRX | 0.017462 | 0.005214 | 0.000000 | -0.017577 | 0.000367 | 0.001742 | -0.004022 | 0.003356 | 0.001540 | 0.834377 | 0.000010 | 0.044236 |
| MUSLM | 0.150633 | 0.000473 | 0.000000 | -0.156232 | 0.113318 | 0.016550 | 0.023333 | 0.009696 | 0.099891 | 0.020649 | 0.773551 |
| Civilibb | 0.000321 | 0.000103 | 0.000000 | -0.000212 | 0.000183 | 0.000248 | -0.000212 | 0.000248 | 0.000248 | 0.000248 | 0.000483 | 0.836403 |
| CATH | 0.013267 | 0.004002 | 0.000000 | -0.007575 | 0.000129 | 0.000129 | 0.000129 | 0.000129 | 0.000129 | 0.000129 | 0.000231 | 0.215366 |
| P60 | 0.000319 | 0.007362 | 0.000000 | -0.000583 | 0.011300 | 0.000319 | 0.000319 | 0.000319 | 0.000319 | 0.000319 | 0.000555 | 0.731515 |
| ASSLATIT | 0.000258 | 0.000009 | 0.000000 | 0.000244 | 0.000000 | 0.000244 | 0.000244 | 0.000244 | 0.000244 | 0.000244 | 0.000555 | 0.731515 |
| NON EQINV | 0.000418 | 0.002305 | 0.000000 | 0.004735 | 0.059155 | 0.070504 | 0.005012 | 0.029059 | 0.151201 | 0.000002 | 0.093873 |
| Sy1 | 0.001877 | 0.001770 | 0.000000 | -0.007831 | 0.006335 | 0.723459 | 0.016304 | 0.012865 | 0.087477 | 0.592525 | 0.613099 |
| BM6087 | 0.000290 | 0.000013 | 0.000000 | 0.009301 | 0.000037 | 0.009301 | 0.000037 | 0.009301 | 0.009301 | 0.009301 | 0.009301 | 0.009301 |
| PROT | 0.001333 | 0.000664 | 0.000000 | -0.002743 | 0.010192 | 0.000998 | 0.013004 | 0.030752 | 0.181206 | 0.006093 | 0.584433 |
| gglf64 | 0.000087 | 0.000878 | 0.000000 | 0.004948 | 0.100435 | 0.823884 | 0.007482 | 0.047508 | 0.006015 | 0.078653 | 0.572146 |
| IOOrg | 0.001160 | 0.001061 | 0.000000 | 0.002456 | 0.100500 | 0.002456 | 0.002456 | 0.002456 | 0.002456 | 0.002456 | 0.002456 | 0.002456 |
| RHBD | 0.000007 | 0.000002 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| preglobths | -0.001730 | -0.000001 | 0.000000 | -0.001537 | 0.002563 | 0.754415 | 0.000348 | 0.000348 | 0.000348 | 0.000348 | 0.000348 | 0.000348 |

Table 2: Weighted results
## Evidence of conditioning nonlinearity

<table>
<thead>
<tr>
<th>Group</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial values</td>
<td>Initial GDP per capita</td>
</tr>
<tr>
<td></td>
<td>Life expectancy in 1960</td>
</tr>
<tr>
<td></td>
<td>Primary school enrollment in 1960</td>
</tr>
<tr>
<td></td>
<td>Average years of primary school in 1960</td>
</tr>
<tr>
<td></td>
<td>Secondary school enrollment in 1960</td>
</tr>
<tr>
<td></td>
<td>Average years of secondary school in 1960</td>
</tr>
<tr>
<td></td>
<td>Average years of higher education in 1960</td>
</tr>
<tr>
<td></td>
<td>Average years of schooling in 1960</td>
</tr>
<tr>
<td></td>
<td>Average years of schooling × Initial GDP per capita</td>
</tr>
<tr>
<td></td>
<td>Urban population in 1960</td>
</tr>
<tr>
<td>Political</td>
<td>Civil liberties</td>
</tr>
<tr>
<td>Religious</td>
<td>Fraction of Catholic population</td>
</tr>
<tr>
<td>Market distortion</td>
<td>Exchange rate distortions</td>
</tr>
<tr>
<td>Investment</td>
<td>Equipment investment</td>
</tr>
<tr>
<td>Trade</td>
<td>Tariff restrictions</td>
</tr>
<tr>
<td>Ethnolinguistic</td>
<td>Ethnolinguistic fractionalization</td>
</tr>
<tr>
<td>Inflation</td>
<td>Standard deviation of inflation</td>
</tr>
<tr>
<td>Public spending</td>
<td>Public consumption share</td>
</tr>
</tbody>
</table>

Table 3: Variables that induce conditioning nonlinearity
## Evidence of level-dependent parameter heterogeneity

<table>
<thead>
<tr>
<th>Group</th>
<th>Variable</th>
<th>Low regime</th>
<th>High regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial values</td>
<td>Higher education enrollment in 1960</td>
<td>(−)</td>
<td>NR</td>
</tr>
<tr>
<td>Political</td>
<td>Political rights</td>
<td>NR</td>
<td>(−)</td>
</tr>
<tr>
<td></td>
<td>Rule of law</td>
<td>(+)</td>
<td>NR</td>
</tr>
<tr>
<td>Religious</td>
<td>Fraction of Muslim population</td>
<td>NR</td>
<td>(+)</td>
</tr>
<tr>
<td>Market distortion</td>
<td>Black market premium volatility</td>
<td>NR</td>
<td>(−)</td>
</tr>
<tr>
<td>Investment</td>
<td>Non-equipment investment</td>
<td>(+)</td>
<td>NR</td>
</tr>
<tr>
<td>Primary sector</td>
<td>Primary exports, share in total exports</td>
<td>(−)</td>
<td>(− −)</td>
</tr>
<tr>
<td>Trade</td>
<td>Years open economy</td>
<td>NR</td>
<td>(+)</td>
</tr>
<tr>
<td></td>
<td>Free trade openness</td>
<td>NR</td>
<td>(+)</td>
</tr>
<tr>
<td>Public spending</td>
<td>Defense spending share in GDP</td>
<td>(−)</td>
<td>NR</td>
</tr>
</tbody>
</table>

NR stands for "Not robust", (−) stands for negatively and (at least 95%) robustly related to growth, (+) stands for positively and (at least 95%) robustly related to growth. A double sign indicates higher absolute value than in the alternative regime.

Table 4: Variables with level-dependent parameter heterogeneity